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An Introduction to Big Data Concepts and Terminology 

Introduction 

Big data is a blanket term for the non-traditional strategies and technologies needed to 

gather, organize, process, and gather insights from large datasets. While the problem of 

working with data that exceeds the computing power or storage of a single computer is 

not new, the pervasiveness, scale, and value of this type of computing has greatly 

expanded in recent years. 

In this article, we will talk about big data on a fundamental level and define common 

concepts you might come across while researching the subject. We will also take a high-

level look at some of the processes and technologies currently being used in this space. 

What Is Big Data? 

An exact definition of “big data” is difficult to nail down because projects, vendors, 

practitioners, and business professionals use it quite differently. With that in mind, 

generally speaking, big data is: 

 large datasets 

 the category of computing strategies and technologies that are used to handle 

large datasets 

In this context, “large dataset” means a dataset too large to reasonably process or store 

with traditional tooling or on a single computer. This means that the common scale of big 

datasets is constantly shifting and may vary significantly from organization to 

organization. 

Why Are Big Data Systems Different? 

The basic requirements for working with big data are the same as the requirements for 

working with datasets of any size. However, the massive scale, the speed of ingesting and 

processing, and the characteristics of the data that must be dealt with at each stage of the 

process present significant new challenges when designing solutions. The goal of most 
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big data systems is to surface insights and connections from large volumes of 

heterogeneous data that would not be possible using conventional methods. 

In 2001, Gartner’s Doug Laney first presented what became known as the “three Vs of big 

data” to describe some of the characteristics that make big data different from other data 

processing: 

Volume 

The sheer scale of the information processed helps define big data systems. These 

datasets can be orders of magnitude larger than traditional datasets, which demands 

more thought at each stage of the processing and storage life cycle. 

Often, because the work requirements exceed the capabilities of a single computer, this 

becomes a challenge of pooling, allocating, and coordinating resources from groups of 

computers. Cluster management and algorithms capable of breaking tasks into smaller 

pieces become increasingly important. 

Velocity 

Another way in which big data differs significantly from other data systems is the speed 

that information moves through the system. Data is frequently flowing into the system 

from multiple sources and is often expected to be processed in real time to gain insights 

and update the current understanding of the system. 

This focus on near instant feedback has driven many big data practitioners away from a 

batch-oriented approach and closer to a real-time streaming system. Data is constantly 

being added, massaged, processed, and analyzed in order to keep up with the influx of 

new information and to surface valuable information early when it is most relevant. These 

ideas require robust systems with highly available components to guard against failures 

along the data pipeline. 

Variety 

Big data problems are often unique because of the wide range of both the sources being 

processed and their relative quality. 

Data can be ingested from internal systems like application and server logs, from social 

media feeds and other external APIs, from physical device sensors, and from other 

providers. Big data seeks to handle potentially useful data regardless of where it’s coming 

from by consolidating all information into a single system. 
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The formats and types of media can vary significantly as well. Rich media like images, 

video files, and audio recordings are ingested alongside text files, structured logs, etc. 

While more traditional data processing systems might expect data to enter the pipeline 

already labeled, formatted, and organized, big data systems usually accept and store data 

closer to its raw state. Ideally, any transformations or changes to the raw data will happen 

in memory at the time of processing. 

Other Characteristics 

Various individuals and organizations have suggested expanding the original three Vs, 

though these proposals have tended to describe challenges rather than qualities of big 

data. Some common additions are: 

 Veracity: The variety of sources and the complexity of the processing can lead to 

challenges in evaluating the quality of the data (and consequently, the quality of 

the resulting analysis) 

 Variability: Variation in the data leads to wide variation in quality. Additional 

resources may be needed to identify, process, or filter low quality data to make it 

more useful. 

 Value: The ultimate challenge of big data is delivering value. Sometimes, the 

systems and processes in place are complex enough that using the data and 

extracting actual value can become difficult. 

What Does a Big Data Life Cycle Look Like? 

So how is data actually processed when dealing with a big data system? While 

approaches to implementation differ, there are some commonalities in the strategies and 

software that we can talk about generally. While the steps presented below might not be 

true in all cases, they are widely used. 

The general categories of activities involved with big data processing are: 

 Ingesting data into the system 

 Persisting the data in storage 

 Computing and Analyzing data 

 Visualizing the results 

Before we look at these four workflow categories in detail, we will take a moment to talk 

about clustered computing, an important strategy employed by most big data solutions. 

Setting up a computing cluster is often the foundation for technology used in each of the 

life cycle stages. 
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Clustered Computing 

Because of the qualities of big data, individual computers are often inadequate for 

handling the data at most stages. To better address the high storage and computational 

needs of big data, computer clusters are a better fit. 

Big data clustering software combines the resources of many smaller machines, seeking to 

provide a number of benefits: 

 Resource Pooling: Combining the available storage space to hold data is a clear 

benefit, but CPU and memory pooling is also extremely important. Processing large 

datasets requires large amounts of all three of these resources. 

 High Availability: Clusters can provide varying levels of fault tolerance and 

availability guarantees to prevent hardware or software failures from affecting 

access to data and processing. This becomes increasingly important as we continue 

to emphasize the importance of real-time analytics. 

 Easy Scalability: Clusters make it easy to scale horizontally by adding additional 

machines to the group. This means the system can react to changes in resource 

requirements without expanding the physical resources on a machine. 

Using clusters requires a solution for managing cluster membership, coordinating 

resource sharing, and scheduling actual work on individual nodes. Cluster membership 

and resource allocation can be handled by software like Hadoop’s YARN (which stands 

for Yet Another Resource Negotiator) or Apache Mesos. 

The assembled computing cluster often acts as a foundation which other software 

interfaces with to process the data. The machines involved in the computing cluster are 

also typically involved with the management of a distributed storage system, which we 

will talk about when we discuss data persistence. 

Ingesting Data into the System 

Data ingestion is the process of taking raw data and adding it to the system. The 

complexity of this operation depends heavily on the format and quality of the data 

sources and how far the data is from the desired state prior to processing. 

One way that data can be added to a big data system are dedicated ingestion tools. 

Technologies like Apache Sqoop can take existing data from relational databases and 

add it to a big data system. Similarly, Apache Flume and Apache Chukwa are projects 

designed to aggregate and import application and server logs. Queuing systems 

like Apache Kafka can also be used as an interface between various data generators and 
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a big data system. Ingestion frameworks like Gobblin can help to aggregate and 

normalize the output of these tools at the end of the ingestion pipeline. 

During the ingestion process, some level of analysis, sorting, and labelling usually takes 

place. This process is sometimes called ETL, which stands for extract, transform, and load. 

While this term conventionally refers to legacy data warehousing processes, some of the 

same concepts apply to data entering the big data system. Typical operations might 

include modifying the incoming data to format it, categorizing and labelling data, filtering 

out unneeded or bad data, or potentially validating that it adheres to certain 

requirements. 

With those capabilities in mind, ideally, the captured data should be kept as raw as 

possible for greater flexibility further on down the pipeline. 

Persisting the Data in Storage 

The ingestion processes typically hand the data off to the components that manage 

storage, so that it can be reliably persisted to disk. While this seems like it would be a 

simple operation, the volume of incoming data, the requirements for availability, and the 

distributed computing layer make more complex storage systems necessary. 

This usually means leveraging a distributed file system for raw data storage. Solutions 

like Apache Hadoop’s HDFS filesystem allow large quantities of data to be written across 

multiple nodes in the cluster. This ensures that the data can be accessed by compute 

resources, can be loaded into the cluster’s RAM for in-memory operations, and can 

gracefully handle component failures. Other distributed filesystems can be used in place 

of HDFS including Ceph and GlusterFS. 

Data can also be imported into other distributed systems for more structured access. 

Distributed databases, especially NoSQL databases, are well-suited for this role because 

they are often designed with the same fault tolerant considerations and can handle 

heterogeneous data. There are many different types of distributed databases to choose 

from depending on how you want to organize and present the data. To learn more about 

some of the options and what purpose they best serve, read our NoSQL comparison 

guide. 

Computing and Analyzing Data 

Once the data is available, the system can begin processing the data to surface actual 

information. The computation layer is perhaps the most diverse part of the system as the 

requirements and best approach can vary significantly depending on what type of insights 

https://www.digitalocean.com/community/tutorials/a-comparison-of-nosql-database-management-systems-and-models
https://www.digitalocean.com/community/tutorials/a-comparison-of-nosql-database-management-systems-and-models
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desired. Data is often processed repeatedly, either iteratively by a single tool or by using a 

number of tools to surface different types of insights. 

Batch processing is one method of computing over a large dataset. The process involves 

breaking work up into smaller pieces, scheduling each piece on an individual machine, 

reshuffling the data based on the intermediate results, and then calculating and 

assembling the final result. These steps are often referred to individually as splitting, 

mapping, shuffling, reducing, and assembling, or collectively as a distributed map reduce 

algorithm. This is the strategy used by Apache Hadoop’s MapReduce. Batch processing 

is most useful when dealing with very large datasets that require quite a bit of 

computation. 

While batch processing is a good fit for certain types of data and computation, other 

workloads require more real-time processing. Real-time processing demands that 

information be processed and made ready immediately and requires the system to react 

as new information becomes available. One way of achieving this is stream processing, 

which operates on a continuous stream of data composed of individual items. Another 

common characteristic of real-time processors is in-memory computing, which works with 

representations of the data in the cluster’s memory to avoid having to write back to disk. 

Apache Storm, Apache Flink, and Apache Spark provide different ways of achieving 

real-time or near real-time processing. There are trade-offs with each of these 

technologies, which can affect which approach is best for any individual problem. In 

general, real-time processing is best suited for analyzing smaller chunks of data that are 

changing or being added to the system rapidly. 

The above examples represent computational frameworks. However, there are many other 

ways of computing over or analyzing data within a big data system. These tools frequently 

plug into the above frameworks and provide additional interfaces for interacting with the 

underlying layers. For instance, Apache Hive provides a data warehouse interface for 

Hadoop, Apache Pig provides a high level querying interface, while SQL-like interactions 

with data can be achieved with projects like Apache Drill, Apache Impala, Apache Spark 

SQL, and Presto. For machine learning, projects like Apache SystemML, Apache 

Mahout, and Apache Spark’s MLlib can be useful. For straight analytics programming 

that has wide support in the big data ecosystem, both R and Python are popular choices. 

Visualizing the Results 

Due to the type of information being processed in big data systems, recognizing trends or 

changes in data over time is often more important than the values themselves. Visualizing 
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data is one of the most useful ways to spot trends and make sense of a large number of 

data points. 

Real-time processing is frequently used to visualize application and server metrics. The 

data changes frequently and large deltas in the metrics typically indicate significant 

impacts on the health of the systems or organization. In these cases, projects 

like Prometheus can be useful for processing the data streams as a time-series database 

and visualizing that information. 

One popular way of visualizing data is with the Elastic Stack, formerly known as the ELK 

stack. Composed of Logstash for data collection, Elasticsearch for indexing data, and 

Kibana for visualization, the Elastic stack can be used with big data systems to visually 

interface with the results of calculations or raw metrics. A similar stack can be achieved 

using Apache Solr for indexing and a Kibana fork called Banana for visualization. The 

stack created by these is called Silk. 

Another visualization technology typically used for interactive data science work is a data 

“notebook”. These projects allow for interactive exploration and visualization of the data 

in a format conducive to sharing, presenting, or collaborating. Popular examples of this 

type of visualization interface are Jupyter Notebook and Apache Zeppelin. 

Big Data Glossary 

While we’ve attempted to define concepts as we’ve used them throughout the guide, 

sometimes it’s helpful to have specialized terminology available in a single place: 

 Big data: Big data is an umbrella term for datasets that cannot reasonably be 

handled by traditional computers or tools due to their volume, velocity, and variety. 

This term is also typically applied to technologies and strategies to work with this 

type of data. 

 Batch processing: Batch processing is a computing strategy that involves 

processing data in large sets. This is typically ideal for non-time sensitive work that 

operates on very large sets of data. The process is started and at a later time, the 

results are returned by the system. 

 Cluster computing: Clustered computing is the practice of pooling the resources 

of multiple machines and managing their collective capabilities to complete tasks. 

Computer clusters require a cluster management layer which handles 

communication between the individual nodes and coordinates work assignment. 

 Data lake: Data lake is a term for a large repository of collected data in a relatively 

raw state. This is frequently used to refer to the data collected in a big data system 
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which might be unstructured and frequently changing. This differs in spirit to data 

warehouses (defined below). 

 Data mining: Data mining is a broad term for the practice of trying to find patterns 

in large sets of data. It is the process of trying to refine a mass of data into a more 

understandable and cohesive set of information. 

 Data warehouse: Data warehouses are large, ordered repositories of data that can 

be used for analysis and reporting. In contrast to a data lake, a data warehouse is 

composed of data that has been cleaned, integrated with other sources, and is 

generally well-ordered. Data warehouses are often spoken about in relation to big 

data, but typically are components of more conventional systems. 

 ETL: ETL stands for extract, transform, and load. It refers to the process of taking 

raw data and preparing it for the system’s use. This is traditionally a process 

associated with data warehouses, but characteristics of this process are also found 

in the ingestion pipelines of big data systems. 

 Hadoop: Hadoop is an Apache project that was the early open-source success in 

big data. It consists of a distributed filesystem called HDFS, with a cluster 

management and resource scheduler on top called YARN (Yet Another Resource 

Negotiator). Batch processing capabilities are provided by the MapReduce 

computation engine. Other computational and analysis systems can be run 

alongside MapReduce in modern Hadoop deployments. 

 In-memory computing: In-memory computing is a strategy that involves moving 

the working datasets entirely within a cluster’s collective memory. Intermediate 

calculations are not written to disk and are instead held in memory. This gives in-

memory computing systems like Apache Spark a huge advantage in speed over I/O 

bound systems like Hadoop’s MapReduce. 

 Machine learning: Machine learning is the study and practice of designing 

systems that can learn, adjust, and improve based on the data fed to them. This 

typically involves implementation of predictive and statistical algorithms that can 

continually zero in on “correct” behavior and insights as more data flows through 

the system. 

 Map reduce (big data algorithm): Map reduce (the big data algorithm, not 

Hadoop’s MapReduce computation engine) is an algorithm for scheduling work on 

a computing cluster. The process involves splitting the problem set up (mapping it 

to different nodes) and computing over them to produce intermediate results, 

shuffling the results to align like sets, and then reducing the results by outputting a 

single value for each set. 

 NoSQL: NoSQL is a broad term referring to databases designed outside of the 

traditional relational model. NoSQL databases have different trade-offs compared 

to relational databases, but are often well-suited for big data systems due to their 

flexibility and frequent distributed-first architecture. 
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 Stream processing: Stream processing is the practice of computing over individual 

data items as they move through a system. This allows for real-time analysis of the 

data being fed to the system and is useful for time-sensitive operations using high 

velocity metrics. 

 

Chapter 1. Introduction: Data-Analytic Thinking 

Dream no small dreams for they have no power to move the hearts of men. 

—Johann Wolfgang von Goethe 

The past fifteen years have seen extensive investments in business infrastructure, which 

have improved the ability to collect data throughout the enterprise. Virtually every aspect 

of business is now open to data collection and often even instrumented for data collection: 

operations, manufacturing, supply-chain management, customer behavior, marketing 

campaign performance, workflow procedures, and so on. At the same time, information is 

now widely available on external events such as market trends, industry news, and 

competitors’ movements. This broad availability of data has led to increasing interest in 

methods for extracting useful information and knowledge from data—the realm of data 

science. 

The Ubiquity of Data Opportunities 

With vast amounts of data now available, companies in almost every industry are focused on 

exploiting data for competitive advantage. In the past, firms could employ teams of statisticians, 

modelers, and analysts to explore datasets manually, but the volume and variety of data have far 

outstripped the capacity of manual analysis. At the same time, computers have become far more 

powerful, networking has become ubiquitous, and algorithms have been developed that can 

connect datasets to enable broader and deeper analyses than previously possible. The convergence 

of these phenomena has given rise to the increasingly widespread business application of data 

science principles and data-mining techniques. 

Probably the widest applications of data-mining techniques are in marketing for tasks such as 

targeted marketing, online advertising, and recommendations for cross-selling. Data mining is used 

for general customer relationship management to analyze customer behavior in order to manage 

attrition and maximize expected customer value. The finance industry uses data mining for credit 

scoring and trading, and in operations via fraud detection and workforce management. Major 

retailers from Walmart to Amazon apply data mining throughout their businesses, from marketing 
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to supply-chain management. Many firms have differentiated themselves strategically with data 

science, sometimes to the point of evolving into data mining companies. 

The primary goals of this book are to help you view business problems from a data perspective and 

understand principles of extracting useful knowledge from data. There is a fundamental structure 

to data-analytic thinking, and basic principles that should be understood. There are also particular 

areas where intuition, creativity, common sense, and domain knowledge must be brought to bear. 

A data perspective will provide you with structure and principles, and this will give you a 

framework to systematically analyze such problems. As you get better at data-analytic thinking 

you will develop intuition as to how and where to apply creativity and domain knowledge. 

Throughout the first two chapters of this book, we will discuss in detail various topics and 

techniques related to data science and data mining. The terms ―data science‖ and ―data mining‖ 

often are used interchangeably, and the former has taken a life of its own as various individuals 

and organizations try to capitalize on the current hype surrounding it. At a high level, data 

science is a set of fundamental principles that guide the extraction of knowledge from data. Data 

mining is the extraction of knowledge from data, via technologies that incorporate these principles. 

As a term, ―data science‖ often is applied more broadly than the traditional use of ―data mining,‖ 

but data mining techniques provide some of the clearest illustrations of the principles of data 

science. 

NOTE  

It is important to understand data science even if you never intend to apply it yourself. Data-

analytic thinking enables you to evaluate proposals for data mining projects. For example, if an 

employee, a consultant, or a potential investment target proposes to improve a particular business 

application by extracting knowledge from data, you should be able to assess the proposal 

systematically and decide whether it is sound or flawed. This does not mean that you will be able 

to tell whether it will actually succeed—for data mining projects, that often requires trying—but 

you should be able to spot obvious flaws, unrealistic assumptions, and missing pieces. 

Throughout the book we will describe a number of fundamental data science principles, and will 

illustrate each with at least one data mining technique that embodies the principle. For each 

principle there are usually many specific techniques that embody it, so in this book we have chosen 

to emphasize the basic principles in preference to specific techniques. That said, we will not make 

a big deal about the difference between data science and data mining, except where it will have a 

substantial effect on understanding the actual concepts. 

Let‘s examine two brief case studies of analyzing data to extract predictive patterns. 

Example: Hurricane Frances 

Consider an example from a New York Times story from 2004: 
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Hurricane Frances was on its way, barreling across the Caribbean, threatening a direct hit on 

Florida‟s Atlantic coast. Residents made for higher ground, but far away, in Bentonville, Ark., 

executives at Wal-Mart Stores decided that the situation offered a great opportunity for one of 

their newest data-driven weapons … predictive technology. 

A week ahead of the storm‟s landfall, Linda M. Dillman, Wal-Mart‟s chief information officer, 

pressed her staff to come up with forecasts based on what had happened when Hurricane Charley 

struck several weeks earlier. Backed by the trillions of bytes‟ worth of shopper history that is 

stored in Wal-Mart‟s data warehouse, she felt that the company could „start predicting what‟s 

going to happen, instead of waiting for it to happen,‟ as she put it. (Hays, 2004) 

Consider why data-driven prediction might be useful in this scenario. It might be useful to predict 

that people in the path of the hurricane would buy more bottled water. Maybe, but this point seems 

a bit obvious, and why would we need data science to discover it? It might be useful to project 

the amount of increase in sales due to the hurricane, to ensure that local Wal-Marts are properly 

stocked. Perhaps mining the data could reveal that a particular DVD sold out in the hurricane‘s 

path—but maybe it sold out that week at Wal-Marts across the country, not just where the 

hurricane landing was imminent. The prediction could be somewhat useful, but is probably more 

general than Ms. Dillman was intending. 

It would be more valuable to discover patterns due to the hurricane that were not obvious. To do 

this, analysts might examine the huge volume of Wal-Mart data from prior, similar situations (such 

as Hurricane Charley) to identify unusual local demand for products. From such patterns, the 

company might be able to anticipate unusual demand for products and rush stock to the stores 

ahead of the hurricane‘s landfall. 

Indeed, that is what happened. The New York Times (Hays, 2004) reported that: ―… the experts 

mined the data and found that the stores would indeed need certain products—and not just the 

usual flashlights. ‗We didn‘t know in the past that strawberry Pop-Tarts increase in sales, like 

seven times their normal sales rate, ahead of a hurricane,‘ Ms. Dillman said in a recent interview. 

‗And the pre-hurricane top-selling item was beer.‘‖
[
2

]
 

Example: Predicting Customer Churn 

How are such data analyses performed? Consider a second, more typical business scenario and 

how it might be treated from a data perspective. This problem will serve as a running example that 

will illuminate many of the issues raised in this book and provide a common frame of reference. 

Assume you just landed a great analytical job with MegaTelCo, one of the largest 

telecommunication firms in the United States. They are having a major problem with customer 

retention in their wireless business. In the mid-Atlantic region, 20% of cell phone customers leave 

when their contracts expire, and it is getting increasingly difficult to acquire new customers. Since 

the cell phone market is now saturated, the huge growth in the wireless market has tapered off. 

Communications companies are now engaged in battles to attract each other‘s customers while 

retaining their own. Customers switching from one company to another is called churn, and it is 

https://learning.oreilly.com/library/view/data-science-for/9781449374273/ch01.html#ftn.id374627
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expensive all around: one company must spend on incentives to attract a customer while another 

company loses revenue when the customer departs. 

You have been called in to help understand the problem and to devise a solution. Attracting new 

customers is much more expensive than retaining existing ones, so a good deal of marketing 

budget is allocated to prevent churn. Marketing has already designed a special retention offer. 

Your task is to devise a precise, step-by-step plan for how the data science team should use 

MegaTelCo‘s vast data resources to decide which customers should be offered the special retention 

deal prior to the expiration of their contracts. 

Think carefully about what data you might use and how they would be used. Specifically, how 

should MegaTelCo choose a set of customers to receive their offer in order to best reduce churn for 

a particular incentive budget? Answering this question is much more complicated than it may seem 

initially. We will return to this problem repeatedly through the book, adding sophistication to our 

solution as we develop an understanding of the fundamental data science concepts. 
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Figure 1-1. Data science in the context of various data-related processes in the organization. 

Data Science, Engineering, and Data-Driven Decision Making 

Data science involves principles, processes, and techniques for understanding phenomena via the 

(automated) analysis of data. In this book, we will view the ultimate goal of data science as 

improving decision making, as this generally is of direct interest to business. 

Figure 1-1 places data science in the context of various other closely related and data-related 

processes in the organization. It distinguishes data science from other aspects of data processing 

that are gaining increasing attention in business. Let‘s start at the top. 

Data-driven decision-making (DDD) refers to the practice of basing decisions on the analysis of 

data, rather than purely on intuition. For example, a marketer could select advertisements based 

purely on her long experience in the field and her eye for what will work. Or, she could base her 

selection on the analysis of data regarding how consumers react to different ads. She could also use 

a combination of these approaches. DDD is not an all-or-nothing practice, and different firms 

engage in DDD to greater or lesser degrees. 

The benefits of data-driven decision-making have been demonstrated conclusively. Economist Erik 

Brynjolfsson and his colleagues from MIT and Penn‘s Wharton School conducted a study of how 

DDD affects firm performance (Brynjolfsson, Hitt, & Kim, 2011). They developed a measure of 

DDD that rates firms as to how strongly they use data to make decisions across the company. They 

show that statistically, the more data-driven a firm is, the more productive it is—even controlling 

for a wide range of possible confounding factors. And the differences are not small. One standard 

deviation higher on the DDD scale is associated with a 4%–6% increase in productivity. DDD also 

is correlated with higher return on assets, return on equity, asset utilization, and market value, and 

the relationship seems to be causal. 

The sort of decisions we will be interested in in this book mainly fall into two types: (1) decisions 

for which ―discoveries‖ need to be made within data, and (2) decisions that repeat, especially at 

massive scale, and so decision-making can benefit from even small increases in decision-making 

accuracy based on data analysis. The Walmart example above illustrates a type 1 problem: Linda 

Dillman would like to discover knowledge that will help Walmart prepare for Hurricane Frances‘s 

imminent arrival. 

In 2012, Walmart‘s competitor Target was in the news for a data-driven decision-making case of 

its own, also a type 1 problem (Duhigg, 2012). Like most retailers, Target cares about consumers‘ 

shopping habits, what drives them, and what can influence them. Consumers tend to have inertia in 

their habits and getting them to change is very difficult. Decision makers at Target knew, however, 

that the arrival of a new baby in a family is one point where people do change their shopping 

habits significantly. In the Target analyst‘s words, ―As soon as we get them buying diapers from 

us, they‘re going to start buying everything else too.‖ Most retailers know this and so they compete 

with each other trying to sell baby-related products to new parents. Since most birth records are 

public, retailers obtain information on births and send out special offers to the new parents. 

https://learning.oreilly.com/library/view/data-science-for/9781449374273/ch01.html#fig_data_science_big_pic
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However, Target wanted to get a jump on their competition. They were interested in whether they 

could predict that people are expecting a baby. If they could, they would gain an advantage by 

making offers before their competitors. Using techniques of data science, Target analyzed 

historical data on customers who later were revealed to have been pregnant, and were able to 

extract information that could predict which consumers were pregnant. For example, pregnant 

mothers often change their diets, their wardrobes, their vitamin regimens, and so on. These 

indicators could be extracted from historical data, assembled into predictive models, and then 

deployed in marketing campaigns. We will discuss predictive models in much detail as we go 

through the book. For the time being, it is sufficient to understand that a predictive model abstracts 

away most of the complexity of the world, focusing in on a particular set of indicators that 

correlate in some way with a quantity of interest (who will churn, or who will purchase, who is 

pregnant, etc.). Importantly, in both the Walmart and the Target examples, the data analysis was 

not testing a simple hypothesis. Instead, the data were explored with the hope that something 

useful would be discovered.
[
3

]
 

Our churn example illustrates a type 2 DDD problem. MegaTelCo has hundreds of millions of 

customers, each a candidate for defection. Tens of millions of customers have contracts expiring 

each month, so each one of them has an increased likelihood of defection in the near future. If we 

can improve our ability to estimate, for a given customer, how profitable it would be for us to 

focus on her, we can potentially reap large benefits by applying this ability to the millions of 

customers in the population. This same logic applies to many of the areas where we have seen the 

most intense application of data science and data mining: direct marketing, online advertising, 

credit scoring, financial trading, help-desk management, fraud detection, search ranking, product 

recommendation, and so on. 

The diagram in Figure 1-1 shows data science supporting data-driven decision-making, but also 

overlapping with data-driven decision-making. This highlights the often overlooked fact that, 

increasingly, business decisions are being made automatically by computer systems. Different 

industries have adopted automatic decision-making at different rates. The finance and 

telecommunications industries were early adopters, largely because of their precocious 

development of data networks and implementation of massive-scale computing, which allowed the 

aggregation and modeling of data at a large scale, as well as the application of the resultant models 

to decision-making. 

In the 1990s, automated decision-making changed the banking and consumer credit industries 

dramatically. In the 1990s, banks and telecommunications companies also implemented massive-

scale systems for managing data-driven fraud control decisions. As retail systems were 

increasingly computerized, merchandising decisions were automated. Famous examples include 

Harrah‘s casinos‘ reward programs and the automated recommendations of Amazon and Netflix. 

Currently we are seeing a revolution in advertising, due in large part to a huge increase in the 

amount of time consumers are spending online, and the ability online to make (literally) split-

second advertising decisions. 

Data Processing and “Big Data” 

https://learning.oreilly.com/library/view/data-science-for/9781449374273/ch01.html#ftn.id327382
https://learning.oreilly.com/library/view/data-science-for/9781449374273/ch01.html#fig_data_science_big_pic
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It is important to digress here to address another point. There is a lot to data processing that is not 

data science—despite the impression one might get from the media. Data engineering and 

processing are critical to support data science, but they are more general. For example, these days 

many data processing skills, systems, and technologies often are mistakenly cast as data science. 

To understand data science and data-driven businesses it is important to understand the 

differences. Data science needs access to data and it often benefits from sophisticated data 

engineering that data processing technologies may facilitate, but these technologies are not data 

science technologies per se. They support data science, as shown in Figure 1-1, but they are useful 

for much more. Data processing technologies are very important for many data-oriented business 

tasks that do not involve extracting knowledge or data-driven decision-making, such as efficient 

transaction processing, modern web system processing, and online advertising campaign 

management. 

―Big data‖ technologies (such as Hadoop, HBase, and MongoDB) have received considerable 

media attention recently. Big data essentially means datasets that are too large for traditional data 

processing systems, and therefore require new processing technologies. As with the traditional 

technologies, big data technologies are used for many tasks, including data engineering. 

Occasionally, big data technologies are actually used for implementing data mining techniques. 

However, much more often the well-known big data technologies are used for data processing in 

support of the data mining techniques and other data science activities, as represented in Figure 1-

1. 

Previously, we discussed Brynjolfsson‘s study demonstrating the benefits of data-driven decision-

making. A separate study, conducted by economist Prasanna Tambe of NYU‘s Stern School, 

examined the extent to which big data technologies seem to help firms (Tambe, 2012). He finds 

that, after controlling for various possible confounding factors, using big data technologies is 

associated with significant additional productivity growth. Specifically, one standard deviation 

higher utilization of big data technologies is associated with 1%–3% higher productivity than the 

average firm; one standard deviation lower in terms of big data utilization is associated with 1%–

3% lower productivity. This leads to potentially very large productivity differences between the 

firms at the extremes. 

From Big Data 1.0 to Big Data 2.0 

One way to think about the state of big data technologies is to draw an analogy with the business 

adoption of Internet technologies. In Web 1.0, businesses busied themselves with getting the basic 

internet technologies in place, so that they could establish a web presence, build electronic 

commerce capability, and improve the efficiency of their operations. We can think of ourselves as 

being in the era of Big Data 1.0. Firms are busying themselves with building the capabilities to 

process large data, largely in support of their current operations—for example, to improve 

efficiency. 

Once firms had incorporated Web 1.0 technologies thoroughly (and in the process had driven 

down prices of the underlying technology) they started to look further. They began to ask what the 

Web could do for them, and how it could improve things they‘d always done—and we entered the 

https://learning.oreilly.com/library/view/data-science-for/9781449374273/ch01.html#fig_data_science_big_pic
https://learning.oreilly.com/library/view/data-science-for/9781449374273/ch01.html#fig_data_science_big_pic
https://learning.oreilly.com/library/view/data-science-for/9781449374273/ch01.html#fig_data_science_big_pic


 

 
DNYANSAGAR INSTITUTE OF MANAGEMENT AND RESEARCH 
 

 

Prof. Dhananjay Bhavsar  www.dimr.edu.in  

 

era of Web 2.0, where new systems and companies began taking advantage of the interactive 

nature of the Web. The changes brought on by this shift in thinking are pervasive; the most 

obvious are the incorporation of social-networking components, and the rise of the ―voice‖ of the 

individual consumer (and citizen). 

We should expect a Big Data 2.0 phase to follow Big Data 1.0. Once firms have become capable 

of processing massive data in a flexible fashion, they should begin asking: “What can I now do 

that I couldn‟t do before, or do better than I could do before?” This is likely to be the golden era 

of data science. The principles and techniques we introduce in this book will be applied far more 

broadly and deeply than they are today. 

NOTE  

It is important to note that in the Web 1.0 era some precocious companies began applying Web 2.0 

ideas far ahead of the mainstream. Amazon is a prime example, incorporating the consumer‘s 

―voice‖ early on, in the rating of products, in product reviews (and deeper, in the rating of product 

reviews). Similarly, we see some companies already applying Big Data 2.0. Amazon again is a 

company at the forefront, providing data-driven recommendations from massive data. There are 

other examples as well. Online advertisers must process extremely large volumes of data (billions 

of ad impressions per day is not unusual) and maintain a very high throughput (real-time bidding 

systems make decisions in tens of milliseconds). We should look to these and similar industries for 

hints at advances in big data and data science that subsequently will be adopted by other industries. 

Data and Data Science Capability as a Strategic Asset 

The prior sections suggest one of the fundamental principles of data science: data, and the 

capability to extract useful knowledge from data, should be regarded as key strategic assets. Too 

many businesses regard data analytics as pertaining mainly to realizing value from some existing 

data, and often without careful regard to whether the business has the appropriate analytical talent. 

Viewing these as assets allows us to think explicitly about the extent to which one should invest in 

them. Often, we don‘t have exactly the right data to best make decisions and/or the right talent to 

best support making decisions from the data. Further, thinking of these as assets should lead us to 

the realization that they are complementary. The best data science team can yield little value 

without the appropriate data; the right data often cannot substantially improve decisions without 

suitable data science talent. As with all assets, it is often necessary to make investments. Building a 

top-notch data science team is a nontrivial undertaking, but can make a huge difference for 

decision-making. We will discuss strategic considerations involving data science in detail 

in Chapter 13. Our next case study will introduce the idea that thinking explicitly about how to 

invest in data assets very often pays off handsomely. 

The classic story of little Signet Bank from the 1990s provides a case in point. Previously, in the 

1980s, data science had transformed the business of consumer credit. Modeling the probability of 

default had changed the industry from personal assessment of the likelihood of default to strategies 

of massive scale and market share, which brought along concomitant economies of scale. It may 

seem strange now, but at the time, credit cards essentially had uniform pricing, for two reasons: (1) 

https://learning.oreilly.com/library/view/data-science-for/9781449374273/ch13.html
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the companies did not have adequate information systems to deal with differential pricing at 

massive scale, and (2) bank management believed customers would not stand for price 

discrimination. Around 1990, two strategic visionaries (Richard Fairbanks and Nigel Morris) 

realized that information technology was powerful enough that they could do more sophisticated 

predictive modeling—using the sort of techniques that we discuss throughout this book—and offer 

different terms (nowadays: pricing, credit limits, low-initial-rate balance transfers, cash back, 

loyalty points, and so on). These two men had no success persuading the big banks to take them on 

as consultants and let them try. Finally, after running out of big banks, they succeeded in garnering 

the interest of a small regional Virginia bank: Signet Bank. Signet Bank‘s management was 

convinced that modeling profitability, not just default probability, was the right strategy. They 

knew that a small proportion of customers actually account for more than 100% of a bank‘s profit 

from credit card operations (because the rest are break-even or money-losing). If they could model 

profitability, they could make better offers to the best customers and ―skim the cream‖ of the big 

banks‘ clientele. 

But Signet Bank had one really big problem in implementing this strategy. They did not have the 

appropriate data to model profitability with the goal of offering different terms to different 

customers. No one did. Since banks were offering credit with a specific set of terms and a specific 

default model, they had the data to model profitability (1) for the terms they actually have offered 

in the past, and (2) for the sort of customer who was actually offered credit (that is, those who were 

deemed worthy of credit by the existing model). 

What could Signet Bank do? They brought into play a fundamental strategy of data science: 

acquire the necessary data at a cost. Once we view data as a business asset, we should think about 

whether and how much we are willing to invest. In Signet‘s case, data could be generated on the 

profitability of customers given different credit terms by conducting experiments. Different terms 

were offered at random to different customers. This may seem foolish outside the context of data-

analytic thinking: you‘re likely to lose money! This is true. In this case, losses are the cost of data 

acquisition. The data-analytic thinker needs to consider whether she expects the data to have 

sufficient value to justify the investment. 

So what happened with Signet Bank? As you might expect, when Signet began randomly offering 

terms to customers for data acquisition, the number of bad accounts soared. Signet went from an 

industry-leading ―charge-off‖ rate (2.9% of balances went unpaid) to almost 6% charge-offs. 

Losses continued for a few years while the data scientists worked to build predictive models from 

the data, evaluate them, and deploy them to improve profit. Because the firm viewed these losses 

as investments in data, they persisted despite complaints from stakeholders. Eventually, Signet‘s 

credit card operation turned around and became so profitable that it was spun off to separate it 

from the bank‘s other operations, which now were overshadowing the consumer credit success. 

Fairbanks and Morris became Chairman and CEO and President and COO, and proceeded to apply 

data science principles throughout the business—not just customer acquisition but retention as 

well. When a customer calls looking for a better offer, data-driven models calculate the potential 

profitability of various possible actions (different offers, including sticking with the status quo), 

and the customer service representative‘s computer presents the best offers to make. 
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You may not have heard of little Signet Bank, but if you‘re reading this book you‘ve probably 

heard of the spin-off: Capital One. Fairbanks and Morris‘s new company grew to be one of the 

largest credit card issuers in the industry with one of the lowest charge-off rates. In 2000, the bank 

was reported to be carrying out 45,000 of these ―scientific tests‖ as they called them.
[
4

]
 

Studies giving clear quantitative demonstrations of the value of a data asset are hard to find, 

primarily because firms are hesitant to divulge results of strategic value. One exception is a study 

by Martens and Provost (2011) assessing whether data on the specific transactions of a bank‘s 

consumers can improve models for deciding what product offers to make. The bank built models 

from data to decide whom to target with offers for different products. The investigation examined 

a number of different types of data and their effects on predictive performance. Sociodemographic 

data provide a substantial ability to model the sort of consumers that are more likely to purchase 

one product or another. However, sociodemographic data only go so far; after a certain volume of 

data, no additional advantage is conferred. In contrast, detailed data on customers‘ individual 

(anonymized) transactions improve performance substantially over just using sociodemographic 

data. The relationship is clear and striking and—significantly, for the point here—the predictive 

performance continues to improve as more data are used, increasing throughout the range 

investigated by Martens and Provost with no sign of abating. This has an important implication: 

banks with bigger data assets may have an important strategic advantage over their smaller 

competitors. If these trends generalize, and the banks are able to apply sophisticated analytics, 

banks with bigger data assets should be better able to identify the best customers for individual 

products. The net result will be either increased adoption of the bank‘s products, decreased cost of 

customer acquisition, or both. 

The idea of data as a strategic asset is certainly not limited to Capital One, nor even to the banking 

industry. Amazon was able to gather data early on online customers, which has created significant 

switching costs: consumers find value in the rankings and recommendations that Amazon 

provides. Amazon therefore can retain customers more easily, and can even charge a premium 

(Brynjolfsson & Smith, 2000). Harrah‘s casinos famously invested in gathering and mining data on 

gamblers, and moved itself from a small player in the casino business in the mid-1990s to the 

acquisition of Caesar‘s Entertainment in 2005 to become the world‘s largest gambling company. 

The huge valuation of Facebook has been credited to its vast and unique data assets (Sengupta, 

2012), including both information about individuals and their likes, as well as information about 

the structure of the social network. Information about network structure has been shown to be 

important to predicting and has been shown to be remarkably helpful in building models of who 

will buy certain products (Hill, Provost, & Volinsky, 2006). It is clear that Facebook has a 

remarkable data asset; whether they have the right data science strategies to take full advantage of 

it is an open question. 

In the book we will discuss in more detail many of the fundamental concepts behind these success 

stories, in exploring the principles of data mining and data-analytic thinking. 

Data-Analytic Thinking 

https://learning.oreilly.com/library/view/data-science-for/9781449374273/ch01.html#ftn.id310674
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Analyzing case studies such as the churn problem improves our ability to approach problems 

―data-analytically.‖ Promoting such a perspective is a primary goal of this book. When faced with 

a business problem, you should be able to assess whether and how data can improve performance. 

We will discuss a set of fundamental concepts and principles that facilitate careful thinking. We 

will develop frameworks to structure the analysis so that it can be done systematically. 

As mentioned above, it is important to understand data science even if you never intend to do it 

yourself, because data analysis is now so critical to business strategy. Businesses increasingly are 

driven by data analytics, so there is great professional advantage in being able to interact 

competently with and within such businesses. Understanding the fundamental concepts, and 

having frameworks for organizing data-analytic thinking not only will allow one to interact 

competently, but will help to envision opportunities for improving data-driven decision-making, or 

to see data-oriented competitive threats. 

Firms in many traditional industries are exploiting new and existing data resources for competitive 

advantage. They employ data science teams to bring advanced technologies to bear to increase 

revenue and to decrease costs. In addition, many new companies are being developed with data 

mining as a key strategic component. Facebook and Twitter, along with many other ―Digital 100‖ 

companies (Business Insider, 2012), have high valuations due primarily to data assets they are 

committed to capturing or creating.
[
5

]
 Increasingly, managers need to oversee analytics teams and 

analysis projects, marketers have to organize and understand data-driven campaigns, venture 

capitalists must be able to invest wisely in businesses with substantial data assets, and business 

strategists must be able to devise plans that exploit data. 

As a few examples, if a consultant presents a proposal to mine a data asset to improve your 

business, you should be able to assess whether the proposal makes sense. If a competitor 

announces a new data partnership, you should recognize when it may put you at a strategic 

disadvantage. Or, let‘s say you take a position with a venture firm and your first project is to assess 

the potential for investing in an advertising company. The founders present a convincing argument 

that they will realize significant value from a unique body of data they will collect, and on that 

basis are arguing for a substantially higher valuation. Is this reasonable? With an understanding of 

the fundamentals of data science you should be able to devise a few probing questions to 

determine whether their valuation arguments are plausible. 

On a scale less grand, but probably more common, data analytics projects reach into all business 

units. Employees throughout these units must interact with the data science team. If these 

employees do not have a fundamental grounding in the principles of data-analytic thinking, they 

will not really understand what is happening in the business. This lack of understanding is much 

more damaging in data science projects than in other technical projects, because the data science is 

supporting improved decision-making. As we will describe in the next chapter, this requires a 

close interaction between the data scientists and the business people responsible for the decision-

making. Firms where the business people do not understand what the data scientists are doing are 

at a substantial disadvantage, because they waste time and effort or, worse, because they ultimately 

make wrong decisions. 

https://learning.oreilly.com/library/view/data-science-for/9781449374273/ch01.html#ftn.id314617
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THE NEED FOR MANAGERS WITH DATA-ANALYTIC SKILLS  

The consulting firm McKinsey and Company estimates that ―there will be a shortage of talent 

necessary for organizations to take advantage of big data. By 2018, the United States alone could 

face a shortage of 140,000 to 190,000 people with deep analytical skills as well as 1.5 million 

managers and analysts with the know-how to use the analysis of big data to make effective 

decisions.‖ (Manyika, 2011). Why 10 times as many managers and analysts than those with deep 

analytical skills? Surely data scientists aren‘t so difficult to manage that they need 10 managers! 

The reason is that a business can get leverage from a data science team for making better decisions 

in multiple areas of the business. However, as McKinsey is pointing out, the managers in those 

areas need to understand the fundamentals of data science to effectively get that leverage. 

This Book 

This book concentrates on the fundamentals of data science and data mining. These are a set of 

principles, concepts, and techniques that structure thinking and analysis. They allow us to 

understand data science processes and methods surprisingly deeply, without needing to focus in 

depth on the large number of specific data mining algorithms. 

There are many good books covering data mining algorithms and techniques, from practical guides 

to mathematical and statistical treatments. This book instead focuses on the fundamental concepts 

and how they help us to think about problems where data mining may be brought to bear. That 

doesn‘t mean that we will ignore the data mining techniques; many algorithms are exactly the 

embodiment of the basic concepts. But with only a few exceptions we will not concentrate on the 

deep technical details of how the techniques actually work; we will try to provide just enough 

detail so that you will understand what the techniques do, and how they are based on the 

fundamental principles. 

Data Mining and Data Science, Revisited 

This book devotes a good deal of attention to the extraction of useful (nontrivial, hopefully 

actionable) patterns or models from large bodies of data (Fayyad, Piatetsky-Shapiro, & Smyth, 

1996), and to the fundamental data science principles underlying such data mining. In our churn-

prediction example, we would like to take the data on prior churn and extract patterns, for 

example patterns of behavior, that are useful—that can help us to predict those customers who are 

more likely to leave in the future, or that can help us to design better services. 

The fundamental concepts of data science are drawn from many fields that study data analytics. 

We introduce these concepts throughout the book, but let‘s briefly discuss a few now to get the 

basic flavor. We will elaborate on all of these and more in later chapters. 

Fundamental concept: Extracting useful knowledge from data to solve business problems can be 

treated systematically by following a process with reasonably well-defined stages. The Cross 

Industry Standard Process for Data Mining, abbreviated CRISP-DM (CRISP-DM Project, 2000), is 
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one codification of this process. Keeping such a process in mind provides a framework to structure 

our thinking about data analytics problems. For example, in actual practice one repeatedly sees 

analytical ―solutions‖ that are not based on careful analysis of the problem or are not carefully 

evaluated. Structured thinking about analytics emphasizes these often under-appreciated aspects of 

supporting decision-making with data. Such structured thinking also contrasts critical points where 

human creativity is necessary versus points where high-powered analytical tools can be brought to 

bear. 

Fundamental concept: From a large mass of data, information technology can be used to find 

informative descriptive attributes of entities of interest. In our churn example, a customer would be 

an entity of interest, and each customer might be described by a large number of attributes, such as 

usage, customer service history, and many other factors. Which of these actually gives us 

information on the customer‘s likelihood of leaving the company when her contract expires? How 

much information? Sometimes this process is referred to roughly as finding variables that 

―correlate‖ with churn (we will discuss this notion precisely). A business analyst may be able to 

hypothesize some and test them, and there are tools to help facilitate this experimentation 

(see Other Analytics Techniques and Technologies). Alternatively, the analyst could apply 

information technology to automatically discover informative attributes—essentially doing large-

scale automated experimentation. Further, as we will see, this concept can be applied recursively to 

build models to predict churn based on multiple attributes. 

Fundamental concept: If you look too hard at a set of data, you will find something—but it might 

not generalize beyond the data you‟re looking at. This is referred to as overfitting a dataset. Data 

mining techniques can be very powerful, and the need to detect and avoid overfitting is one of the 

most important concepts to grasp when applying data mining to real problems. The concept of 

overfitting and its avoidance permeates data science processes, algorithms, and evaluation 

methods. 

Fundamental concept: Formulating data mining solutions and evaluating the results involves 

thinking carefully about the context in which they will be used. If our goal is the extraction of 

potentially useful knowledge, how can we formulate what is useful? It depends critically on the 

application in question. For our churn-management example, how exactly are we going to use the 

patterns extracted from historical data? Should the value of the customer be taken into account in 

addition to the likelihood of leaving? More generally, does the pattern lead to better decisions than 

some reasonable alternative? How well would one have done by chance? How well would one do 

with a smart ―default‖ alternative? 

These are just four of the fundamental concepts of data science that we will explore. By the end of 

the book, we will have discussed a dozen such fundamental concepts in detail, and will have 

illustrated how they help us to structure data-analytic thinking and to understand data mining 

techniques and algorithms, as well as data science applications, quite generally. 

Chemistry Is Not About Test Tubes: Data Science Versus the Work of the Data 
Scientist 

https://learning.oreilly.com/library/view/data-science-for/9781449374273/ch02.html#other_analytics_techniques_and_techs
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Before proceeding, we should briefly revisit the engineering side of data science. At the time 

of this writing, discussions of data science commonly mention not just analytical skills and 

techniques for understanding data but popular tools used. Definitions of data scientists (and 

advertisements for positions) specify not just areas of expertise but also specific programming 

languages and tools. It is common to see job advertisements mentioning data mining techniques 

(e.g., random forests, support vector machines), specific application areas (recommendation 

systems, ad placement optimization), alongside popular software tools for processing big data 

(Hadoop, MongoDB). There is often little distinction between the science and the technology for 

dealing with large datasets. 

We must point out that data science, like computer science, is a young field. The particular 

concerns of data science are fairly new and general principles are just beginning to emerge. The 

state of data science may be likened to that of chemistry in the mid-19th century, when theories 

and general principles were being formulated and the field was largely experimental. Every good 

chemist had to be a competent lab technician. Similarly, it is hard to imagine a working data 

scientist who is not proficient with certain sorts of software tools. 

Having said this, this book focuses on the science and not on the technology. You will not find 

instructions here on how best to run massive data mining jobs on Hadoop clusters, or even what 

Hadoop is or why you might want to learn about it.
[
6

]
 We focus here on the general principles of 

data science that have emerged. In 10 years‘ time the predominant technologies will likely have 

changed or advanced enough that a discussion here would be obsolete, while the general principles 

are the same as they were 20 years ago, and likely will change little over the coming decades. 
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